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Abstract: This paper presents an extremely precise prediction method which improved the decision of the 

investors on daily direction of the stock market. Among the studies that focus on daily stock market 

forecasting, the hybrid machine learning techniques are more appreciated than the conventional data mining 

procedures. With an intent to produce such a model with more accurate predictions, this paper analyzes a 

series of technological indicators used in usual studies of the stock market and uses kernel principal 

component analysis (KPCA), which is a feature extraction algorithms, along with support vector regression 

(SVR) and teaching learning based optimization (TLBO) algorithm. Feature extraction is such a procedure 

that can remove the unnecessary and unrelated factors, and reduce the dimension of the input variables from 

the original dataset. The feasibility and efficiency of the proposed KPCA-SVR-TLBO hybrid model was 

applied to forecast the daily opening prices of stock index of TATA Steel. The performance of the proposed 

approach is evaluated with 4143days daily transactional data of Tata Steels stocks price available at Bombay 

Stock Exchange (BSE). We compared our results with SVR-PSO and OFS-SVR-TLBO hybrid models.The 

experimental results reflect that the new hybrid model incorporating KPCA is more practicable and performs 

better than the competing ones. 

Keywords: Daily stock market; Feature extraction; Kernel principal component analysis; Support vector 

regression; Teaching learning based optimization.  

 

1. Introduction: 

Stock market is one of exciting and demanding monetary activities for individual 

investors, and financial analysts. Prediction of stock price on day to day basis has become 

a crucial issue for stock investors and brokers. The stock price is based on the state of 

market stability and the stock market is able to influence the day to day life of the 

common people. But, it is very difficult to find the best time to trade the stock as many 

constraints affect the stock market. The major aspect of the stock market is uncertainty 

due to the various factors such as political events, economic conditions and the demand of 

the traders. This uncertainty makes the scenario very complicated to predict the daily 

stock price. The best approach to forecast the stock price is by reducing the level of 

uncertainty by applying feature extraction method.Even though a lot of techniques have 

been developed for prediction of stock price, building an efficient model, which improves 

the prediction accuracy, can attract and put a positive impact to the investors. In 

forecasting of stock price feature extraction technique is a key research area. It evaluates a 

large number of factors that are measured important to the stock market, and gives the 
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most significant ones for people to represent the market trend. In order to extract major 

features in the stock market, researches on effective feature extraction methods are really 

needed. Kernel principal component analysis (KPCA) (L.J.Cao, Chua, Lee, 2003) is one 

such technique that has outperformed principal component analysis (PCA)  due to its non-

linearity nature of feature extraction.  

Researchers use various machine learning and artificial intelligent approaches to forecast 

future trends or price. In the current scenario, support vector regression (SVR) (Vapnik, 

1995; Gilbert, 2007; Haykin, 2009), is one of the leading methodologies for prediction in 

order to resolve pattern recognition and regression issues and found to be acceptable due 

to its accuracy level among the competing methods. The kernel function in SVR also 

enhances the generalization of the model and this efficiency is highly influenced by the 

regularization and kernel parameters of SVR. In order to determine appropriate values for 

the hyper-parameters of SVR, a parameter optimization technique is required (Pai& 

Hong, 2006; Hong, 2011; S. Das & S. Padhy, 2015; Chen, Shen, & Huang, 2016). 

Teaching learning based optimization (TLBO) method (Rao, Savsani, &Vakharia, 2011; 

Rao, Savsani, & Balic, 2012; Rao &Patel, 2013) being a population-based optimization 

algorithm outperformed many nature-inspired optimization techniques such as particle 

swarm optimization (PSO), and artificial bee colony (ABC). The most suitable feature of 

TLBO is non-requirement of tuning of parameters (Rao et al., 2011; Rao & Patel, 2013; 

Rao, 2016).In this piece of research work, a hybrid machine learning model consisting of 

kernel principal component analysis, support vector regression and teaching learning 

based optimization is designed. The model, named as KPCA-SVR-TLBO, is applied for 

the daily stock market forecasting of Tata Steel Limited. Technical indicators used in this 

analysis are calculated from the historical trading data. The role of KPCA in the hybrid 

model is non-linear feature extraction that improves the efficiency of the model. While 

SVR is at the core of the prediction mechanism, TLBO helps in tuning of the hyper-

parameters of SVR.The KPCA-SVR-TLBO modelis found to perform better than the 

previously designed hybrid models, i.e., SVR-PSO and OFS-SVR-TLBO. 

The rest of this paper is organized as follows. In Section-2,literature review is mentioned 

and a brief explanation of KPCA, SVR and TLBO are given in Section 3. Then in 

Section-4, the methodology and the process involved in the hybrid model under study, 

i.e., KPCA-SVR-TLBO, is described. In Section-5, experimental analysis are presented 

and finally, the paper is concluded in Section-6. 

 

2. Literature Review: 

In this proposed paper we have introduce the feature extraction techniques. Feature 

extraction techniques has massively  applied on the field of machine learning models and 

also in pattern recognition. Many authors are used KPCA with the machine learning 

modeds. In 2014, the authors G. Chandrashekar & F. Sahin reduced features by using the 

feature selection techniques. In 2011, the authors M. Khashei & M. Bijari has applied a 

hybrid ARIMA-ANNs models to forecast time series real data set. In 2004, the authors 

K.J. Kim & W. B. Lee proposed a genetic algorithm based feature transformation model 

with artificial neural network to forecast the stock market index. In 2013, the authors S. 

M. Vieira et al. analyzed that using modified binary PSO algorithm, the parameters of 

SVM can be optimized correctly.In 2009, the authors C.J. Lu, T.S. Lee & C.C. Chiu 

presented a two-stage ICA–SVR prediction model and applied to the financial time series 

data of Nikkei 225 and TAIEX index. In 2017, the authors A.Tharwat, A. E. Hassanien & 

B.E. Elnaghi proposed a Bat Algorithm based SVM model (BA-SVM), which search the 

parameters of SVM to minimize the error. In 2014, the authors Y. Zhang, D.Gong, Y. Hu 

& W. Zhang Proposed a binary PSO algorithm to solve feature selection problems. In 

2009, the authors Cheng-Lung Huang & Cheng-Yi Tsai proposed a hybrid SOFM-SVR 

model which reduced the training time and improves the prediction accuracy of prediction 

in the financial stock index. In 2011, the authors Y. Kara, M.A. Boyacioglu & O. K. 
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Baykan analyzed the direction of movement of stock price of the Istanbul Stock Exchange 

using ANN and SVM. In 2018, the authors B.M.Henrique, V. A. Sobreiro & H. Kimura 

developed a random walk-based SVR model to predict financial market. In 2015, the 

authors J. Patel, S. Shah, P. Thakkar & K. Kotecha proposed a two stage fusion approach 

with Support Vector regression model perform better results than a single stage ANN with 

random forest model. In 2016, the authors XiaoLi Zhang, XueFeng Chen & ZhengJia He 

optimized the SVR parameter using ant colony optimization algorithim. In 2015, the 

authors P.C. Chang & J.L.Wu improved the prediction performance of stock trading using 

kernel principal component analysis technique in SVR model. In 2017, the authors 

M.Siddique, D.Panda, S. Das & S.K. Mohapatra proposed an ANN, PSO hybrid model to 

predict stock price of Microsoft and yahoo. In 2015, the authors M. Ballings, D. V. Poel, 

N. Hespeels & R. Gryp compared the performance of Random Forest, Adaboost and 

Kernel Factory against Neural Networks, Support Vector Machines, K-Nearest Neighbors 

and Logistic Regression for prediction of stock price. In 2003, the authors L.J. Cao, K.S. 

Chua,W. K. Chong, H.P. Lee , Q. M. Gu and in 2014, F. Kuang, W. Xu, S. Zhang, were 

compared the performance of feature extraction techniques PCA, KPCA and ICA  by 

applying to SVM model and concluded that KPCA perform better than PCA and ICA. In 

2013, the authors Y. He, K. Fataliyev and L.Wang analyzed the performance of feature 

selection methodology of PCA and Sequential Forward Selection (SFS) with SVR and 

concluded that PCA perform better accuracy than SFS. In 2016, the authors I.Jaffel, 

O.Taouali, M.F. Harkat and H. Messaoud analyzed that moving window reduced kernel 

principal component analysis MW-RKPCA are perform better results than and moving 

window kernel principal component analysis MW-KPCA applied to monitoring the  

nonlinear dynamic system.  

3. Methodology Used: 
3.1 Kernel Principle Component Analysis: 

Kernel principle component analysis (KPCA) is a statistical analysis method to remove 

the principle inconsistency of the data. The real meaning of this method is to expose the 

nature of data by resolving the main factors. KPCA is mainly used for dimensionality 

reduction of data. The calculation purpose of KPCA is to make a projection from the main 

components of high-dimensional data, onto a lower dimensional space. KPCA is a very 

familiar and well known data analysis technique and used to reduce the dimension of a 

large data set of variables to a small data set. New variables are able to be produced 

through transformation of original variables. Number of variables is less and most of the 

information is still retained. These new variables are called principal components. 

Extraction of a subset of variables from a larger data set depends upon the highest 

correlations of the principal component with the original variables. KPCA has several 

application areas in science and engineering. Consider a non linear transformation ϕ(x) 

from the original d-dimensional feature space to a D-dimensional feature space, where 

usually D >> d, then each data point    is projected to a point        Vapnic-

chervononkis stated that kernel mapping provides greater classification power by 

transferring the dimension of input space into a higher dimensional space. KPCA extends 

conventional PCA to a high dimensional feature space using kernel trick and extracts 

finite number of non linear principal components. KPCA is useful when input data lie on 

a low dimensional nonlinear hyperplane.  

In this method the input patterns       for I = 1, 2, 3 …….N (where N is the number of 

input samples) are first mapped onto a space    with more than dimension d using a 

nonlinear mapping      . Their images       are projected along the orthonormal 

eigen vectors of the covariance matrix of       . Those projections only involved the 
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inner product of      in   . We assume that the projected new features have zero mean. 
 

 
∑      

 
                (1) 

The projected features of covariance matrix can be calculated by 

  
 

 
∑           

  
          (2) 

The eigen values and eigen vectors of covariance matrix C are given by  

         , where n = 1, 2, 3…….…D      (3) 

From equations 2 and 3 we have 
 

 
∑            

  
              (4) 

As all the solutions    with λ = 0 lies in the span of                        so  

   ∑          
 
   , substitute this value of    in equation 4 we get  

 

 
∑            

  
     ∑            

     ∑          
 
      (5) 

Define the kernel function K (     ) =      
           (6) 

 

 
∑      

 
   ∑               

 
     ∑          

 
       (7) 

Multiplying        from left of equation 7 we get 
 

 
∑             

 
   ∑   (     )     

 
     ∑                 

 
     (8) 

We can use the matrix notation 
 

 
               so                , by removing 

the factor K from both sides we get                  , where         (     ),     

                   
 and    is the N-dimensional column vector of    .  

  can be solved by              and the resulting kernel principal components can be 

calculated using                 ∑            
 
    

If the projected data set       does not have zero mean, we can introduce Gram matrix 

 ̌ to substitute the kernel matrix K. The Gram matrix is given by  ̌         
          

 

, where    is the      

Matrix with each element is 
 

 
. We can directly construct the kernel matrix from the 

training data set {  }.We use Gaussian kernel K(x, y) = exp (
        

   ) with parameter σ. 

3.2 Support Vector Machine for Regression : 

The principle of support vector machine (SVM) for regression is a supervised machine 

learning method developed by Vapnik and Cortes (1995). SVM makes a decision 

boundary by which the greater part of the data points of the relevant kind falls on the 

same side of the boundary. Let us consider the data points of an n-dimensional feature 

vector space X = (x1, x2, ... … ... ,xn), from which we construct a hyper plane 

   ∑        
   , where the boundary of the optimal hyperplane can be obtained by the 

maximizing the distance from any point to the plane. The maximum margin hyperplane 

(MMH) separates the similar types of data points. The necessary feature is that only 

neighboring points to the boundary of the hyperplane are participated in selection keeping 

all other points as it is. These points are well-known as the support vectors, and support 

vectors are separated in respective class by a hyperplane, which is called the Support 

Vector Classifier (SVC). The inner products of support vector classifier are weighted by 

their labels, and it helps to maximize the distance from support vectors to the hyperplane. 

The fundamental perception of SVM is to maximize the hyperplane margin in the feature 

space. The Support Vector Machine for Regression (SVR) model is a supervised machine 

learning technique developed by Cortes and Vapnik et al. [1995], is described below. 
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Given a sample data-set S = (x1; y1); (x2; y2); ::: ::: (xl; yl) representing l input-output 

pairs, where each  

xi ϵ X ⸦ ℝ
n
, where X represents the n dimensional input sample space and matching target 

values yi ϵ Y ⸦ ℝ for i = 1, 2, … … l, where l is the size of the training data. The purpose 

of this regression problem is to construct a function f: ℝ
n
→ ℝ, to approximate the value of 

y for unseen data x, which was not participated in training sample. By taking a nonlinear 

function ϕ, the input data is mapped from ℝ
n
to a high dimensional space ℝ

m
,  m> n, and 

consequently the estimation function f is defined as f(x) = (w
T
 ϕ(x)) + b  (9) 

where w ϵ R
m
 is the regression coefficient vector, b ϵ ℝ, is the bias or threshold value. The 

main intention of the support vector regression is to build a function f which has the most 

ϵ-deviation from the target    .We need to find w and b for which the value of f(x) can be 

obtained by minimizing the risk. Rreg (w) = 
 

 
 ||w||

2
 + C ∑              

 
      (10) 

where C is the user defined penalty factor, which determines the trade-off  between the 

training error and the penalizing term ||w||
2
 and                is the ϵ-intensive loss 

function originally proposed by Vapnik et al, which is defined as 

  (    (  ))  {
|     (  )|                (  )    

                                          (   )   
    (11) 

The minimum risk functional equation (10) can be reformulated by introducing non-

negative slack variables    and      as 

Rreg (w,   ,   ) = Minimize  
 

 
 ||w||

2
 + C ∑       

 
         (12) 

subject to constraints {

               

              

         

     (13) 

where  
 

 
 ||w||

2
 is the regularization term preventing over learning         is the realistic 

risk and C > 0 is the regularization constant, that controls the trade-off between the 

empirical risk and regularization term.  

By introducing Lagrange multipliers   ,   ,    and    the quadratic optimization problem 

(12) and (13) can be formulated as  

  
 

 
||w||

2
+ C ∑       

 
     ∑              

           ∑           
   

            ∑             
 
         (14) 

The dual of the corresponding optimization problem (12) and (13) is represented as 

Maximize  
 

 
 ||w||

2 
+ C ∑       

 
                  

     ∑       
 
     

 ∑       
 
     Subject to constraints  {

∑       
 
      

             
 

By changing the equation w = ∑        
 
        , the function f(x) can be written as 

 f(x) = ∑        
 
       

T
 ϕ(x) + b       (15) 

accordingly by applying Lagrange theory and Karush-Kuhn-Tucker condition, the general 

support vector regression function can be expressed as  

f(x) = ∑       
 
            + b, where          known as Kernel function. The value of 

kernel function is equal to the inner product of   and     in the feature space ϕ(    and 

ϕ(    such that           ϕ(         .        

3.3 Teaching Learning Based Optimization (TLBO)  

The Teaching Learning based Optimization (TLBO) Algorithm is one of the population 

based optimization technique which is quite different from other population based 

algorithm like either evolutionary type or swarm intelligence type. Genetic Algorithm, 

Evolution Strategy, Evolution Programming, Artificial Immune Algorithm, etc are 

evolutionary type and Particle Swarm Optimization (PSO), Ant Colony Optimization 
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(ACO), Artificial Bee Colony (ABC) are examples of some of swarm intelligence type. 

All the above mentioned algorithms are probabilistic algorithms and needs common 

controlling parameters such as population size, number of generations, etc. Except 

common controlling parameters, each of evolutionary type as well as swarm intelligence 

type uses their own algorithm specific controlling parameters. Mentioning a few, mutation 

probability, crossover probability, selection operators are algorithm specific controlling 

parameters of Genetic Algorithm (GA). Similarly inertia weights, social and cognitive are 

algorithm specific controlling parameters for Particle Swarm Optimization (PSO); 

onlooker bees, employed bees, scout bees and limit are algorithm specific controlling 

parameters for Artificial Bee Colony (ABC) and like this other algorithm have also 

specific controlling parameters. The performances of above algorithms are greatly 

affected by proper choosing of algorithm specific controlling parameters. The improper 

choice of algorithm specific controlling parameters, leads to either increases 

computational effort or yields the local optimal solution instead of global optimal 

solution. Considering the above critics and mimics to one of natural system of learning, 

Rao et al. (2011) introduced the Teaching Learning Based Optimization (TLBO) 

algorithm. It does not required any algorithm- specified parameters but only common 

controlling parameters such as population size and the number of generations.  

The TLBO algorithm consists of two phases. One is Teacher and another is Learner Phase 

Teacher Phase: 
It is the first part of TLBO where teacher will teach and the learners will learn. During 

this time, a teacher will try to raise his competence level through average result of the 

class in the subject taught by him/her. 

Let at the ith iteration, ‘m’ number of subjects (i.e design variables) taught to a learner, 

‘n’ number of learners (i.e population size, k=1,2,3,......, n) are there and     be the mean 

result of the learners in a particular subject ‘j’(j=1,2,3,......., m).The best overall result 

               considering all the subjects together obtained in the entire population of 

learners can be considered as the result of best learner       .The best learner identified 

is considered as teacher for next iteration. The difference between the existing mean result 

of each subject and the corresponding result of to be teacher i.e. best learner can be stated 

as,                                                (16) 

Where,             is the result of the best learner in subject j.    is the teaching factor 

which decides the value of mean to be changed ,and    is the random number in the range 

[0,1]. The Value of    can be either 1 or 2. The value of    can be decided randomly with 

equally likely as                           ,    (17) 

Where    is not a parameter of the TLBO algorithms as it is not an input to the algorithm 

rather its value is randomly decided by the above algorithm (17).It is concluded from 

large number of experiments that the algorithm gives better result for the value of     

between 1 and 2 and far better for the value either 1 or 2. So it is suggested to take either 

1 or 2 value for teaching factor     according the rounding values given by (17). The 

existing solution will be up-to-dated in the teacher phase according to following 

expression.       
                             , Where,       

  is the updated value 

of       . The updated value of       
  is acceptable if it gives better values for the function. 

All accepted function values, at the end of teacher phase become input to learner phase. 

Learner Phase: 
In this phase the learners increase their knowledge by interaction among themselves 

randomly. A learner gain knowledge if the counterpart learner has more knowledge. Let 

us consider a population of seize ‘n’ and choose two learners P and Q randomly such that 

          
            

 , where           
 ,           

  are updated function values of 

          ,            at the end of teacher phase.       
          

           
        

  , 

If           
            

       
          

           
        

  , if           
            

 , 

Where       
   is accepted if it gives a better function value. The above two are for 
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minimization problems. In case of maximization problem they can be modified as  

      
          

           
        

  , if           
            

   and       
          

  

         
        

  , if            
            

  . 

 

4. Proposed Model KPCA-SVR-TLBO 

The KPCA-SVR-TLBO hybrid modelis comprising of three main components. They are 

kernel principal component analysis (KPCA), support vector regression (SVR), and 

teaching learning based optimization (TLBO). Here, the role of KPCA is to extract 

features from the provided dataset, SVR to address the prediction mechanism and 

TLBOto optimize the free parameters of support vector regression. In this application of 

machine learning, the features under consideration may consists of irrelevant or dependent 

features and hence feature extraction can provide a newly created set of features by 

removing unrelated or unnecessary attributes from the existing data. In the practical sense, 

this decreases the number of features in order to improve the accuracy of the model. In 

KPCA-SVR-TLBO hybrid model, we have applied the kernel principal component 

analysis (KPCA) to reduce the dimension of the input data.As feature extraction is a 

technique to extract a feature subset from all the input features to prepare the constructed 

model better, it is desired that KPCA to be applied at the initial stages to the whole dataset 

to simplify and rearrange the original data structure. 

Proper selection of kernel type, regularization parameter, and the ϵ-insensitive loss of 

SVR greatly influences the efficiency of the prediction model. Therefore, radial basis 

function (RBF) kernel is considered due to the nonlinearity nature of time series dataset 

under study. Mathematically, RBF kernel is defined as                   , where 

  
 

   .The hyper-parameters of SVR that requires to be optimized by TLBO are cost 

and gamma. The flowchart shown in Figure-1 describes the important steps involved in 

the prediction mechanism of the hybrid model. The first component that receives the 

dataset is KPCA. Once the task of feature extraction is complete, the generated features 

are forwarded to the SVR, which is optimized by TLBO.  
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Figure-1: Flowchart of KPCA-SVR-TLBO model 

For this study, the data comprises of seven features (mentioned in Table-1) that are daily 

stock market recordings of time-series data, along with lagged (past period) values of the 

last five days.   

Table-1: Features 

Sl. Features Description 

1 Opening Price Opening price ofstock exchange on a trading day. 

2 Highest Price Highest price on a trading day. 

3 Lowest Price Lowest price on a trading day. 

4 Closing price Closing price ofstock exchange on a trading day. 

5 No. of Shares Total quantity of shares traded on a trading day. 

6 No. of Trades Total number of trades happened on a trading day. 

7 Turnover Total value of stock traded on a trading day. 

 

Normalization of data has been adopted to get rid of the numerical difficulties during 

computation and overcome the dominance of features with greater numerical ranges over 
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smaller numerical ranges. Here, normalization has been achieved in the pre-processing 

stage by linearly scaling to [0, 1] using the formula mentioned below. 

    
         

             
                

where,    is the actual value,        and        are the maximum and minimum values 

respectively, of the i-th feature, l is the total number of data points, and    is the 

corresponding normalized value. 

 

The data generated after the application of KPCA is divided into 2 sets i.e., training and 

testing, with a predefined proportion. Then, the parameters of TLBO and SVR are 

initialized, following which, the model trainingprocedurebeginsby the application of the 

training dataset. The optimized values of the free parameters of SVR are obtainedusing 

TLBO and thetermination criteria determines when to terminate the process of searching. 

Once the values of the hyper-parameters are obtained, the same is applied to build the 

SVR. Now to evaluate the performance of the model trained using the training dataset, it 

is applied to the testing dataset. 

5. Experimental Results and Discussions 

5.1 Evaluation Criteria 

To evaluate the performance of the model addressing the daily stock market forecasting, 

we have considered 3 standard statistical metrics, i.e., mean absolute error (MAE), root 

mean squared error (RMSE), and mean absolute percentage error (MAPE), whose 

definitions are mentioned in Table 2. As MAE, RMSE, and MAPE indicate variants of the 

differences between the estimatedand actual values, it should be noted that smaller the 

error value, better the performance. 

 

 

Sl. Metric Definition 

1 Mean Absolute Error (MAE)  

 
∑       

 

   

 

2 Root Mean Squared Error (RMSE) 

√
 

 
∑        

 

 

   

 

3 Mean Absolute Percentage Error 

(MAPE) 
 

 
(∑|

     

  
|

 

   

)    

where, l is the total number of instances or records under evaluation, 

di is the desired output value, i.e., actual or true value of interest, and 

yi is the estimated value obtained using a prediction model. 
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5.2 Comparison of Results 

In this research work, the performance of our hybrid model i.e., KPCA-SVR-TLBO is 

compared with our earlier hybrid models, i.e., SVR-PSO and OFS-SVR-TLBO using the 

same set of financial data. Presently in the proposed model we have incorporated kernel 

principle component analysis (KPCA) as the feature extraction technique along with 

support vector regression (SVR) whose parameters are optimized by teaching learning 

based optimization (TLBO) technique.Here, the total dataset are divided into two parts, 

i.e., training and testing datasets, after the application of the feature extraction mechanism 

using KPCA.The KPCA is configured with kernel type as RBF and 95% to retain enough 

PC attributes to account for the proportion of variance in the original data. The original 

dataset was consisting of 35 features. The application of KPCA generated a dataset of 5 

features. The training and testing datasets are applied to the above hybrid model for 

training and testing phases for prediction of the next day opening price. Out of 4143 

numbers of data of Tata Steel (from 24-July-2001 to 19-March-2018) three-fourth of the 

data are used for building the training dataset and rest one-fourth for the testing dataset. 

For better generalization, cross validation is also applied. Errors evaluated with MAE, 

RMSE, and MAPE in training phase are 0.194310815, 0.30439309, and 0.143517405 % 

(approx) respectively and the errors in testing phase are 0.233326719, 0.351664082, 

0.271837721 % (approx.) respectively. The Table-2 shows the error measures found for 

all the models, i.e., previously obtained results of PSO-SVR and OFS-SVR-TLBO and 

presently proposed KPCA-SVR-TLBO model. This empirical study shows that KPCA-

SVR-TLBO performed better than PSO-SVR and OFS-SVR-TLBO in all the three 

evaluation criteria. 

 

 

 

Table-2: Comparison of Performance of PSO-SVR, OFS-SVR-TLBO and KPCA-

SVR-TLBO Models on Training and Testing Datasets 

  Models 

  PSO-SVR OFS-SVR-TLBO KPCA-SVR-TLBO 

Training MAE 2.760213993 0.856451993 0.194310815 

RMSE 5.741340821 1.895755314 0.30439309 

MAPE 0.68994578 % 0.457514028 % 0.143517405 % 

Testing MAE 2.929112587 1.202996162 0.233326719 

RMSE 6.494903279 2.043010993 0.351664082 

MAPE 0.708516926 % 0.493052126 % 0.271837721 % 
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The Figures-2 to 5 shows the comparison of the actual stock value and prediction of stock 

values using KPCA-SVR-TLBO. It also includes the absolute error. 

 

 

 

 

 

 

 

 

 

 

 

 

 

       Figure-2: Actual Verses Prediction of KPCA-SVR-TLBO on complete dataset 

 

 

 

 

          

 

 

 

 

 

 

 

 

             

       Figure-3: Actual Verses Prediction of KPCA-SVR-TLBO on training dataset. 
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        Figure-4: Actual Verses Prediction of KPCA-SVR-TLBO on testing dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                               Figure-5: Absolute error of KPCA-SVR-TLBO. 
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6. Conclusion: 

The stock market is an important and inter-connected economic international business. To 

address the daily stock market forecasting we proposed a machine learning based hybrid 

model using kernel principal component analysis (KPCA), support vector regression 

(SVR) and teaching learning based optimization (TLBO).The dataset was consisting of 35 

attributes and the application of KPCA with RBF kernel generated a dataset with 5 

features. The testing results obtained from the empirical study shows 0.27 % (approx.) 

mean absolute percentage error (MAPE). Empirical results showed that KPCA-SVR-

TLBOhybrid model also outperformed PSO-SVR, and OFS-SVR-TLBO in MAE, RMSE, 

and MAPE.It shows that the proposed model (KPCA-SVR-TLBO) enhances the 

performance of the prediction model due to the presence of the feature extraction method, 

i.e., kernel principal component analysis (KPCA) and this proposed model can be used for 

taking better decision and more accurate predictions for financial investors on daily stock 

market forecasting. 
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