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Abstract - Big data is defined by four V’s i.e. 

volume, variety, velocity and veracity. The 

biggest challenge in handling Big data is to 

manage noise and outlier present in dataset 

efficiently which makes it difficult to get right 

information. Most of the organizations are spend 

their time in cleaning and preparing of data. 

Applying various data mining clustering 

technique itself became a challenge in terms of 

execution time as well as cost. In this paper, we 

have applied k-mean & CLARANS clustering 

technique on Big data sets. We found that k-

means works on big data but it is sensitive with 

respect to noise and outliers, and the same time 

if we apply CLARANS clustering algorithm for 

the same data set, it provides better result in 

terms of execution time as well as non-sensitive 

towards outliers.    
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I. Introduction 

Data Mining is the process of retrieving 

innovative and useful information or hidden 

pattern from raw data. Mining is the way to 

bring useful things out from superfluous and 

unproductive data[1].We are getting huge 

amount of data from various online sources day 

by day which is nothing else but big data and 

after applying different mining techniques like 

extraction, transformation, we get data which 

can be mined for getting useful patterns out of 

it[8]. This is where big data is related to data 

mining. Clustering is an unsupervised learning 

process. It is a way to group similar things 

together and apart dissimilar things in different 

groups[3]. There are various clustering 

algorithms available in data mining as follows. 

 Partitioning Method 

 Hierarchical Method 

 Density-based Method 

 Grid-Based Method 

 Model-Based Method 

 Constraint-based Method 

Partitioning Method 

Suppose, we have n objects in the database, and 

k partitions are constructed on that database for 

the data[2]. All the n objects must belong to 

exactly one partition out of k partition. Main 

motive of partitioning method is to divide all the 

n data points into k clusters based upon some 

objective function for example Euclidean 

Distance [7]. There are mainly four categories of 

partitioning methods: 

 K-mean 

 K-medoid 

 CLARA 

 CLARANS   

International Journal of Management, Technology And Engineering

Volume 8, Issue VI, JUNE/2018

ISSN NO : 2249-7455

Page No:374

mailto:1arani@mum.amity.edu
mailto:2suratre@mum.amity.edu
mailto:3prmore@mum.amity.edu


In this paper, we are working on comparative 

analysis of k-mean and CLARANS algorithm 

for big data. We will mainly focus on outliers of 

the data from the raw data.  
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Figure1: Knowledge Discovery in Decision Making

II. Literature Review 

Knowledge discovery from data is defined as 

drawing out of relevant patterns or knowledge 

from vast amount of data, where data mining 

becomes the heart of knowledge discovery[3]. 

For finding the knowledge from data[6], we use 

the process shown in figure above, first, we 

select raw data from data ware house, than we 

preprocess the data, where we clean the data and 

select attributes from the data, basically we will 

focus to remove missing values, unwanted 

values in cleaning process. Than we apply 

transformation, Dimensionality reduction is 

done by the transformation process.  

K-Mean Algorithm: James Macqueen is 

developed k-mean algorithm in 1967. Center 

point or centroid is created for the clusters, i.e. 

basically the mean value of a one cluster[4]. We  

use  objective function for creating clusters.  

 

Suppose we have n data points and k clusters 

now we have to distribute n data points into k 

clusters depending upon their similarity which is 

based upon objective function [5].The algorithm 

is divided in two different steps, they are 

assignment step and update step.  

 

Assignment step: In the Assignment step, 

Assume any kx value from n data points as the 

mean value for k cluster and then assign each 

observation to any one cluster based upon  

nearest mean value which is calculated by using 

Euclidean distance formula between the mean of 

the cluster and data points.  

∑        
 

   

 

Euclidean distance (m, n) = ∑          
     

Where x is the dimension of any data point in 

data set.  

Update step: In the update step, we compute the 

new means to be the centers of the data points in 

the new cluster. meani   = 
 

       
  ∑        

…………equation 2 
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Update the cluster center from equation 2 and 

reassign each data to the cluster from equation 1 

until no change in cluster center[11]. 

 

 

CLARANS stands for Clustering large 

Application Based on Randomized search. It is a 

partitioning method for the clustering of large 

database[9]. Ng and Han has discovered 

CLARANS in 1994 to overcome the limitations  

of K-Medoid and K-mean. It is based on 

medoids.  

 

The following steps to be performed:  

 

i.) Take two input parameters, num_local and     

max_neighbour.  

ii. )Select any K object on random basis from 

the database object D. 

iii.) Divide Si and non-selected Si, by Marking 

these K object as selected Si and rest of all other 

as non-selected Si.  

iv.) Calculate the cost T for selected Si.  

v.) We will get two values of T, Positive and 

Negative. If T is negative update medoid set. 

Otherwise selected medoid chosen as local 

optimum.  

vi )Restart the selection of another set of medoid 

and find local optimum again.  

vii.) CLARANS stops until returns the best.  

 

According to the authors (ibid) CLARANS uses 

two parameters – numlocal and max neighbor. 

Numlocal means number local minima obtained 

and max neighbor means maximum number of 

neighbor examined. The higher the value of 

latter, the closer will be CLARANS to PAM and 

longer will each search of local minima. This is 

an advantage because the quality of local 

minima is higher and less number of local 

minima are to be found out[10].  

Advantages of CLARANS:  

 It is easy to handle outliers. 

 CLARANS result is more the 

effective as compare PAM and 

CLARA. 

 Disadvantages of CLARANS:  

 It does not guarantee to give search to a 

localized area. 

 It uses randomize samples for 

neighbors.  

 

III. Comparison of k-means and 

CLARANS 

 

We have taken Sales data set from 

UCI machine repository. We have 

executed k means and CLARANS 

algorithm for the above mentioned 

data set. After execution, 

overlapping of clusters using 

CLARANS is better as compared to 

k-means as shown below in figure2 

and figure3  

              k-means 

 
Figure 2 
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Figure 3 

 

 

 

Execution time for k-means and CLARANS 

 

Figure 4 

 

IV. Conclusion 

In this paper we compared the performance of  

both K-mean and CLARANS clustering 

algorithms with respect to the number of clusters 

formed and distance metric.  The comparison 

results show that time taken in cluster formation 

and overlapping of cluster is better in 

CLARANS rather than K-Means. Also the result 

of dataset shows that CLARANS is better in all 

aspects such as less execution time, less 

sensitive to outliers and noise. 

  V. Future Scope 

We have compared K-Means and CLARANS in 

this paper, in future different types of partition 

based techniques can be made hybrid and with 

different distance metric, these can be compared 

for getting better result. 
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