
  

 

Performance Analysis of Two Stage Adaptive FIR Filter Algorithms for MA and 
EM Artifact Cancellation in ECG 

 

B.Bhaskara Rao1*, Dr.B.Prabhakara Rao2 
 

1Research Scholar, ECE Dept.,JNTUniversity:Kakinada,Kakinada 533003, India 
2Program Director,School of Nanotechnology,IST,Kakinada 533003, India 

*b.bhaskerrao.ece@gmail.com 

 

Abstract 
Electrocardiogram (ECG) is a measure of the electrical movement of the heart, and is obtained by surface electrodes at 
standardized locations on the patient’s chest. During acquisition, various artifacts/noises such as power-line interference 
(PLI), baseline wander (BW), muscle artifacts (MA) and motion artifacts (EM) obscure the ECG. It is important that these 
artifacts are minimized for the clinicians to make better diagnosis on heart problems. This paper researches the creative 
idea of adaptive noise cancellation (ANC) using two stage form of adaptive filters. The concept of cascading and its algo-
rithm for real-time application is simulated on MATLAB. The proposed algorithm utilizes two adaptive filters to estimate 
gradients accurately which results in good adaptation and performance. The objective of the present investigation is to pro-
vide solution in order to improve the performance of noise canceller in terms of filter parameters which are obtained with 
the help of adaptive algorithms. Different kinds of two stage ANC algorithms are used to eliminate artifacts in ECG by 
considering the noises such as Muscle Artifacts (MA)  and Electrode Motion(EM) Artifact. The simulation results show 
that the performance of the two stage ANC is superior to the conventional single stage ANC system in terms of higher sig-
nal-to-noise ratio. Two stage adaptive algorithms are applied on real time ECG signals and compared their performance 
with the conventional single stage adaptive algorithms in terms of parameters Signal-to-Noise Ratio (SNR), Mean Square 
Error (MSE), Root Mean Square Error (RMSE) and Distortion. 
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1. Introduction 

Signals play important role in the field of medical, electri-
cal, electronic and communication engineering. The signals 
related to medical field are known as biomedical signals. 
Various biomedical signals like ECG, EEG and EMG are 
used for diagnosis as they contain lot of information. The 
biomedical signals are classified with regard to their source 
and application in terms of the signal characteristics and 
can be considered to be continuous or discrete. Continuous 
signals include temperature, pressure and chemical concen-
tration, while electrical impulses generated by individual 
nerve cells can be considered as discrete signals [1, 2]. 
ECG is an important biomedical instrument for the diagno-
sis of cardiovascular issue that reported to the electrical 
activity of heart recorded by skin electrode. The morpholo-
gy and the heart rate reflect the cardiac health of human 
heart beat and it is a non intrusive system that is measured 
on the surface of the human body, which is used in identifi-
cation of heart diseases. Any disorder of pulse or beat, or an 
adjustment in the morphological pattern, is an indication of 
cardiac arrhythmia, which could be identified by analysis of 
recorded ECG waveform [2]. ECG signal represents an 
extremely important measure used by doctors, as it provides 
vital information about a patient’s cardiac condition and 
general health. Generally the frequency band of the ECG 
signal is 0.05 Hz to 100 Hz. The goal of any filter is to ex-
tract useful information from noisy data. A normally fixed 
filter is outlined ahead of time with the knowledge of the 
signal measurements and undesirable noise, however in the 
event that the noise statistics are not known from the earli-
er, or change after some time, the filter coefficients cannot 

be determined from in advance. In these situations, adaptive 
algorithms are needed in order to continuously update the 
filter coefficient[3, 4, 5]. Adaptive filtering finds applica-
tion in noise cancellation called as adaptive noise cancella-
tion (ANC) which involves in time-varying signals and 
systems [6, 7]. ANC is an effective method for recovering a 
signal corrupted by additive noise and it is an important 
core area of the digital signal processing [3]. Figure 1 
demonstrates the basic problem and the adaptive noise can-
celling solution. A signal s(n) is transmitted over a channel 
to a sensor that also receives a noise n1(n) uncorrelated 
with the signal [8, 9]. The primary input to the canceller is 
combination of signal and noise i.e. s(n) + n1(n). A second 
sensor receives a noise n2(n) uncorrelated with the signal 
but correlated with the noise n1(n) that provides the refer-
ence input to the canceller which is filtered to produce an 
output y(n) that is close a replica of n1(n). The output of the 
adaptive filter is subtracted from the primary input to pro-
duce the adaptive filter error as shown in equation (1) [10].  
 
e(n) = d(n) − y(n)    (1) 

 
 

Fig. 1: Adaptive Noise Canceller 
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Adaptive filtering algorithms [5], which constitute the mod-
ification system for the filter coefficients, are in certainty 
firmly identified with the established advancement proce-
dures in spite of the fact that, in the last mentioned, every 
one of the computations are completed in a non-linear man-
ner. An adaptive filter, due to its real-time self-adjusting 
characteristic, is expected to track the optimum [3] behavior 
of a slowly varying environment. Fig.1 demonstrates a 
block diagram in which a sample from a digital reference 
input u(n) is fed into a device, called an adaptive filter, that 
computes a corresponding output sample y(n) at time n. As 
the time index n is incremented, it is estimated that the out-
put of the adaptive filter becomes a better and better match 
to the desired response signal through this adaptation pro-
cess, such that the magnitude of e(n) decreases over time. 
An adaptive algorithm is a set of recursive equations used 
to adjust the weight vector w(n) automatically to minimize 
the error signal e(n) such that the weight vector converges 
iterative to the optimum solution i.e. the minimum MSE[3]. 
The least-mean-square (LMS) algorithm is the most widely 
used adaptive algorithms due to its simplicity and robust-
ness. The factors that determine the performance of an al-
gorithm are rate of convergence, mis adjustment, numerical 
robustness, computational requirements and stability are 
clearly stated in [3, 4, 5]. 
Conventional filters,for example, the finite impulse re-
sponse (FIR) filters [11], infinite impulse response (IIR) 
filters [12], filter banks [13], polynomial filter [14] and 
wiener filter are proposed in the literature to limit artifacts. 
Different methodologies for ECG denoising include adap-
tive filters, namely the least mean square (LMS) and their 
variants such as normalized least mean square (NLMS), 
variable step size least mean square (VSLMS) and variable 
step size normalized least mean square (VSNLMS) [15, 16, 
17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27]etc.,. A few re-
searchers like wise recommended adaptive kalman filter 
and extended kalman filter. [28]. Promising performances 
are obtained by nonlinear techniques, for example, the 
bayesian filtering and nonlinear projective filtering [29, 30].  
Strategies for decomposition of signals into subcomponents 
for noise lessening have turned out to be prominent and 
were proposed to eliminate noise from ECG signals that 
incorporate independent component analysis(ICA) [31, 32], 
singular value decomposition (SVD), empirical mode de-
composing (EMD), and ensemble EMD (EEMD) [33, 34, 
35]. Soft, hard and adaptive thresholding techniques are 
also proposed on EMD and EEMD plans [36, 37]. Wavelet 
transformation (WT) has been a powerful instrument for 
denoising signals in the frequency domain [38, 39] and is 
proposed for ECG denoising. 
 It has conventionally been used by applying soft or hard 
thresholds on the obtained discrete wavelet transform 
(DWT) coefficients [40, 41]. A combination of DWT with 
wiener filtering has been proposed by Kesler et al., [42, 43]. 
Recently, crossover plans have been proposed to enhance 
noise elimination execution. For instance, in [16], the EMD 
and EEMD strategies were utilized to provide the reference 
input to the block LMS adaptive filter. An adaptive filter 
approach for decreasing the noise of the ECG signal utiliz-
ing neural systems to limit artifacts on the ECG has been 
appeared to give preferred execution over traditional wave-
let techniques [44, 45, 46, 47]. In this paper, the compre-
hensive analysis of two stage adaptive FIR filter schemes 
for denoising ECG signals is presented. The single stage 
adaptive FIR filter based noise canceller method is cascad-

ed with another single stage adaptive FIR filter, namely the 
two stage adaptive noise canceller approach. The perfor-
mance results of this method are compared to the conven-
tional single stage adaptive filter methods by performing 
broad simulation contemplates on on real time noise cor-
rupted ECG signals obtained from the standard data 
base[48].These two stage techniques enhance the capacity 
to adapt the time varying nature of ECG and limit the nois-
es with a minimum signal distortion. 

2. Background 

In order to review the ECG of the patient in real-time, 
there is a possibility that the ECG signal might be con-
taminated by noise. The predominant artifacts present in 
the ECG includes: power-line interference (PLI), base-
line wander (BW), muscle artifacts (MA) and motion 
artifacts (EM), mainly caused by patient breathing, 
movement, power line interference, bad electrodes and 
improper electrode site preparation. The low frequency 
segments of ECG signals are strongly influenced by this 
contamination which prompts a false diagnosis. The 
ECG is a moderately strong signal with an effectively 
identifiable waveform. Most types of interference that 
affect ECG signals are removed by band pass filters that 
may not give best outcome. The disturbances in ECG 
signal need to be reduced to improve the accuracy and 
reliability for better diagnosis [49]. Many methods are 
implemented to remove the noise from noisy ECG sig-
nal[50]. The basic method is to pass the signal through 
static filters such as high pass, low pass and notch fil-
ters. However, the disadvantage of the static filter is that 
filtering or preprocessing of an ECG signal need to be 
done by understanding the region of noise cut off fre-
quencies present in the signal. The static filters have 
fixed filter coefficients and it is difficult to reduce the 
instrumentation noise due to the time varying behavior 
that is unknown. In order to overcome these limitations 
of static filters, different adaptive filtering methods [51, 
52] are developed. Adaptive filtering uses variety of al-
gorithms such as LMS algorithm, NLMS algorithm, 
VSLMS algorithm and VSNLMS algorithm etc. The 
performance of these adaptive filtering algorithms is 
dependent on their filter length (N) and the convergence 
parameter (µ) commonly known as step size or learning 
rate parameter. The main drawback of the pure LMS al-
gorithm is that it is sensitive to the scaling of its input 
u(n) that makes it very hard to choose a learning rate µ 
that is constant throughout every iteration upon which 
the stability of the algorithm depends. The NLMS algo-
rithm is a variant of the LMS algorithm that solves 
drawback of the LMS algorithm by normalizing power 
of the input. However NLMS algorithm [23] overcomes 
the drawback of constant step size parameter by varying 
at every iteration in accordance with every instant of the 
signal. The drawback of VSLMS algorithm is overcome 
by VSNLMS algorithm by calculating instantaneous in-
put signal energy at every iteration [26]. 

3. Proposed Methodology 

LMS algorithm[17, 21, 22] is most commonly used 
adaptive algorithm than RLS and kalman filter which 
uses a gradient vector to estimate a time-varying signal. 
The gradient is the del operator that is applied to find 
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the estimate of a function which is the error with re-
spect to the n th coefficient at every instant of time. The 
concept of cascading adaptive FIR filters is presented 
in [19] with cascading using LMS adaptive filter. 

In this method the input signal given to the first adap-
tive filter consists of original clean ECG signal s(n) 
and noise n1(n) which is denoted as primary signal d(n) 
in Fig.2. The secondary noise or the reference noise 
signal u(n) given to adaptive filter is noise signal n2(n). 
The output of the adaptive filter y(n), subtracted from 
the primary signal d(n) gives the desired signal or the 
error signal e(n) for second adaptive filter [19]. 

 

Fig. 2: Proposed Two Stage Adaptive Noise Canceller for 
ECG denoising 

3.1. Analysis of single stage adaptive algorithms 

The two stage adaptive noise canceller shown in Fig.2 con-
sists of first adaptive filter whose parameters d(n) is the 
primary signal, e(n) is the desired signal or error signal, y(n) 
is the output of an adaptive FIR filter,µ is the step size pa-
rameter, w(n) is the filter weight vector, u(n) is the refer-
ence input signal vector, and N is the filter length used as 
parameters of first LMS filter. Here u(n) is the input vector 
of time delayed input values,  
u(n) = [u(n),u(n−1),u(n−2),.............u(n−N +1)]T, where 
the superscript T denotes the transpose operation of the 
matrix. The vector w(n)=[w0(n),w1(n),w2(n),..... wN−1(n)]T 
represents the coefficients of the adaptive FIR filter tap 
weight vector at time n. Selection of a suitable value for 
step size parameter µ is imperative to the performance of 
the adaptive algorithms, i.e. if µ is too small the time taken 
by the adaptive filter to converge on the optimal solution 
will be too long; and if µ is too large then the adaptive filter 
becomes unstable and its output diverges[3, 4, 5]. The sin-
gle stage adaptive algorithms require three distinct compu-
tational steps in each iteration as follows. 
1. The output of the first stage adaptive FIR filter, y(n) is 
calculated using equation 
 
�(�) = ∑ ����

��� (�)�(� − �) = ��(�)�(�)  (2) 

2. The value of the error or cost function i.e. the difference 
between primary signal and estimated adaptive filtered out-
put signal is calculated using equation (3) 
 
�(�) =  �(�) −  �(�)    (3) 

3. The tap weight vectors or filter coefficients of the first 
stage adaptive FIR filter are updated in a sample by sample 
manner for the next iteration by using equations (4)-(8) for 
different adaptive algorithms. 
 

i) Single Stage LMS (SSLMS) Algorithm 
 

�(� + 1) =  �(�) + ��(�)�(�)  (4) 
To guarantee the stability of the algorithm, the step size is 

chosen in the range 

0 < � <
�

�∗��
    (5) 

Here the parameter Pu is average power of the input signal 
u(n) and it  is calculated as 

�� = ��(�)�(�)    (6) 
 

ii) Single Stage NLMS (SSNLMS) Algorithm 
 
w(� + 1) =  w(�) + μ(�)�(�)u(�)  (7) 
 
Here the time varying step size parameter µ(n) value is 

calculated as 

µ(�) =
�

���(�)�(�)�
            (8) 

3.2. Analysis of Two Stage Adaptive algorithms  

The two stage structure of ANC as shown in Fig.2, consist 
of  input signal uc(n) that is cascaded reference input signal 
vector and cascaded primary signal dc(n) [19].The two 
stage adaptive algorithms require five distinct steps in each 
iteration as follows. 
 
1. Compute the cascaded input signal vector uc(n) using 
equation(9) 

u�(n) = u(n) − y(n)   (9) 
 

2. The output of the second stage adaptive FIR filter, yc(n) 
is calculated using equation(10) 

��(�) = ∑ ��
���
��� (�)��(� − �) = ��

�(�)��(�)  

               10) 

Here uc(n) and wc(n) are the input vector of time delayed 
cascaded reference input signal values, the tap weights of 
the second stage adaptive FIR filter 
3. Assign first stage error signal to second stage as a cas-
caded primary signal dc(n) 
 
dc(n)=e(n)      (11) 
4. The value of the cascaded estimation error signal is cal-
culated using equation (12) 

��(�) =  ��(�) − ��(�)           (12) 

5. The tap weight vectors of the second stage adaptive FIR 
filter are updated in preparation for the next iteration by 
equations (13)-(18) for different adaptive algorithms. 

i) Two Stage LMS (TSLMS) Algorithm 
 

��(� + 1) =  ��(�) +  ����(�)   (13) 
 
Where  ��  is step size parameter. 
ii) Two Stage NLMS (TSNLMS) Algorithm 
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��(� + 1) =  ��(�) +  ��(�)��(�)��(�) (14) 
 
Here the time varying step size parameter �� (n) value is 

calculated as 
 

��(�) =
�

���(�)�(�)�
 (15) 

Equation (16) is used to estimate the remaining error pre-
sented in the system as 
��(�) = ��(�) − ��(�)�(�) (16) 
 
Final noise presented in the system is  
�(�) = �(�) − �(�) = �(�) + ��(�) − ��(�) = �(�) +
��(�) 
 (17) 
Here n3 (n) is the remaining artifact/noise presented in the 
error signal [19]. 
��(�) = ��(�) − ��(�) (18) 
 
3.3. Performance Parameters of Two Stage ANC  
 
In the two stage ANC algorithm, the error signal e(n) of 
first adaptive filter is used as a primary signal dc(n) of se-
cond adaptive filter, the output y(n) of first adaptive filter 
subtracted from the reference noise signal u(n) is uc(n) 
serves as the reference noise signal for second adaptive 
filter. Therefore, the two stage adaptive algorithms are gen-
erations and simulations are performed by MATLAB for 
non-stationary environment. Desired signal d(n) is a noisy 
signal including clean ECG signal and the reference signal 
u(n) is the predominant artifacts(noise) present in the ECG 
which may be caused due to PLI,BW,MA and EM. The 
clean ECG signal can be extracted from primary signal. The 
performances of simulation of two stage ANC and single 
stage ANC are compared quantitatively by parameters 
Mean Square Error (MSE), Root Mean Square Error 
(RMSE), Signal-to-Noise Ratio (SNR) and Distortion [3, 4, 
5] summarized in Table 1. 
 

Table 1: The two stage ANC system quantitative  

PARAMETERS FORMULA 

��� 

1

�
�[�(�) − �(�)]�

���

���

 

���E 
�

�

�
∑ [�(�) − �(�)]����

���       

���(������ ���������) 
10 log��(

∑ [�(�)]����
���

∑ [�(�) − �(�)]����
���

) 

���(����� ���������) 
10 log��(

∑ [�(�)]����
���

∑ [�(�) − �(�)]����
���

) 

���������� 
10 ����� � �[�(�) − �(�)]�

���

���

���

���

 

 
3.4. Computational Complexity of Two Stage ANC  
From the analysis of single stage and two stage adaptive 
algorithms of FIR systems can be viewed as a computation-
al procedure to determine the output sequence from the 
input sequence. The basic elements used to realize the algo-
rithms are constant multiplier, unit delay delay element and 
adder.The computational complexity figures required to 

compute all the versions of LMS, as proposed above are 
summarized in Table 2. 

 
Table 2: Computational Complexity 

 

ALGORITHMS 
MULTIPLIERS 

REQUIRED 
ADDERS 

REQUIRED 

SSLMS 2N+1 2N 

TSLMS 4N+1 4N+1 

SSNLMS 3N+1 2N 

TSNLMS 6N+1 4N+1 

 
4. Simulation Results and Discussion 
 
The benchmark MIT-BIH arrhythmia database [48] was 
used to test the performance of various adaptive algorithms 
for ECG denoising and it consists of 48 half hour excerpts 
of two channel ambulatory ECG recordings, which were 
obtained from 47 subjects, including 25 men aged 32-89 
years, and women aged 23-89 years. The recordings were 
digitized at 360 samples per second per channel with 11-bit 
resolution over a 10 mV range. The simulations were done 
by collecting 3600 samples of ECG recordings. In this sim-
ulation the initial filter weight vector for both the filters is 
N +1 filter coefficients that are designed from an N th order 
low pass FIR digital filter with length 32 using kaiser win-
dow function with filter cut-off frequency 100 Hz, sampling 
frequency 360 Hz and beta is 0.5. A data set of five ECG 
records: data100, data105, data108, data203 and data228 
are considered to ensure the consistency of the results. The 
reference signal n2(n) shown in Figure 1. is taken from 
noise generator. A synthetic PLI with 1mv amplitude is 
simulated for PLI cancellation where no harmonics are syn-
thesized. In order to test the filtering capability in non-
stationary environment real MA and EM noises with 3600 
samples are considered. These are taken from MIT-BIH 
normal sinus rhythm database (NSTDB) [53] which con-
sists of 12 half-hour ECG recordings and 3 half-hour re-
cordings of noise typical ambulatory ECG recordings.The 
noise recordings that occur due to physically active volun-
teers, standard ECG recorders, leads, and electrodes that 
were placed on the limbs in positions of the subjects’ ECGs 
that contain predominantly baseline wander (in 
ord ’bw’), muscle (EMG) artifact (in record ’ma’), and 
electrode motion artifact (in record ’em’). 

4.1. Muscle Artifacts (MA) Reduction 

In this experiment 3600 samples of ECG signal which are 
corrupted with synthetic Muscle Artifacts (MA) noise orig-
inally had a sampling frequency of 360Hz  is applied as 
primary input to the adaptive filter shown in Figure 1. The 
Figures 3-4 depict the MA Noise cancellation by consider-
ing the number of samples and amplitude on x-axis and y-
axis respectively. The performance of the adaptive filter 
algorithms are assessed by SNR, MSE, RMSE and Distor-
tion Values for entire dataset. The two stage adaptive algo-
rithms achieve SNR, MSE, RMSE improvement over the 
conventional single stage adaptive algorithms. Tables 3-6 
shows improvement for the entire data set in terms of SNR, 
Mean Square Error (MSE), Root Mean Square Error 
(RMSE) and Distortion. The simulation results state that 
two stage adaptive algorithms have greater efficiency than 
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single stage adaptive algorithms. It is clear from Table 3 
that two stage adaptive algorithms outperform single stage 
adaptive algorithms in estimating the ECG noises. These 
results for data105 are shown in Figure 3 & 4. 
 

 
Fig. 3: Simulated model filtering results of MA Noise Can-
celation (a) Clean ECG Signal(red) for MIT-BIH Record 
Number 105 (b) Reference Ma Noise Signal (green) (c) 
MIT-BIH Record 105 with MA noise (magenta) 
 

Results from the single stage adaptive algorithms 
and two stage adaptive algorithms when applied to MIT-
BIH record number 105 are shown in Fig. 3.The clean ECG 
signal (red) is shown in Fig.3 (a) and reference MA noise 
signal (green) is shown in Fig.5 (b) the MA noise contami-
nated ECG signal  is shown in Fig.3 (c) 
 
 

 
Fig. 4: Simulation results of MA Cancelation for MIT-BIH 
Record Number 105 (a) Recovered (red) signal using 
SSLMS algorithm (b) Recovered (green)  signal using 
TSLMS algorithm (c)  Recovered(magenta)  signal using 
SSNLMS algorithm (d) Recovered(blue) signal using 
TSNLMS algorithm 

 
Results from the single stage adaptive algorithms 

and two stage adaptive algorithms when applied to MIT-
BIH record number 105 are shown in Fig. 4. The recovered 
ECG signal (red) using SSLMS algorithm is shown in Fig.4 
(a) and the recovered ECG signal (green) using TSLMS 
algorithm is shown in Fig.4 (b) The recovered ECG signal 
(magenta) using SSNLMS algorithm is shown in Fig.4 (c) 
and the recovered ECG signal (blue) using TSNLMS algo-
rithm is shown in Fig.4 (d). The Fig. 6 shows the perfor-
mance of SSLMS, TSLMS, SSNLMS, and TSNLMS algo-
rithms in estimating the ECG noises. The simulation results 
state that two stage adaptive algorithms outperform single 
stage adaptive algorithms in estimating the ECG noises.   

 
 
 
 
 
 

Table.3  SNR in dB improvement for the dataset. 

Rec.No SNRBF SSLMS TSLMS 
SSNLM

S 
TSNLM

S 

100 2.6281 3.8239 4.5384 7.1087 9.1848 

105 3.1256 6.1783 8.7959 8.7202 9.2624 

108 2.4078 3.6124 4.443 7.0773 8.7674 

203 5.3807 11.1292 13.5918 11.2312 11.8936 

228 1.3604 4.126 6.1713 6.6846 7.5274 

Avg.SNR 2.98052 5.77396 7.50808 8.1644 9.32712 

 
Table.3 shows the performance of SSLMS, TSLMS, 
SSNLMS, and TSNLMS algorithms in terms of SNR. The 
simulation results state that two stage adaptive algorithms 
have greater efficiency than single stage adaptive algo-
rithms. It is also clear from the Table.3 that two stage adap-
tive algorithms outperform single stage adaptive algorithms 
in estimating the ECG noises. As can be seen, SSLMS has 
on average SNR is 5.77396 dB for 5 records and TSLMS 
has on average SNR is 7.50808 dB. Similarly for SSNLMS 
has on average SNR is 8.1644 dB for 5 records and 
TSNLMS has on average SNR is 9.32712 dB. 
 

Table.4 MSE improvement for the dataset.  

Rec.No SSLMS TSLMS SSNLMS TSNLMS 

100 0.094 0.1076 0.1456 0.1368 

105 0.1361 0.1509 0.1742 0.1528 

108 0.0825 0.0984 0.1346 0.131 

203 0.2563 0.2635 0.2793 0.2572 

228 0.0821 0.0954 0.1205 0.1085 

 
Table.5 RMSE improvement for the dataset.  

Rec.No SSLMS TSLMS SSNLMS TSNLMS 

100 0.3066 0.328 0.3816 0.3699 

105 0.369 0.3884 0.4174 0.3909 

108 0.2873 0.3136 0.3668 0.3619 

203 0.5062 0.5133 0.5285 0.5071 

228 0.2865 0.3088 0.3471 0.3295 

 
Table.4-5 shows the performance of SSLMS, TSLMS, 
SSNLMS, and TSNLMS algorithms in terms of MSE and 
RMSE. The simulation results state that two stage adaptive 
algorithms have minimum MSE and RMSE than single 
stage adaptive algorithms. 
 

Table.6 DISTORTION for the dataset.  

Rec.No SSLMS TSLMS SSNLMS TSNLMS 

100 -10.2687 -9.6819 -8.3676 -8.6394 

105 -8.6599 -8.2141 -7.5899 -8.1586 

108 -10.8336 -10.0718 -8.7107 -8.8289 

203 -5.9128 -5.7926 -5.5389 -5.8981 

228 -10.8584 -10.2058 -9.1906 -9.6439 

 
Table.6 shows the performance of SSLMS, TSLMS, 
SSNLMS and TSNLMS algorithms in terms of distortion. 
The simulation results state that two stage adaptive algo-
rithms have minimum signal distortion than single stage 
adaptive algorithms. 
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4.2. Electrode Motion (EM) Artifact Removal 

In this experiment 3600 samples of ECG signal corrupted 
with real electrode motion artifact (EM) of MIT-BIH 
NSTDB, are considered which are given as primary input to 
the adaptive filter of Figure 1. The Figures 5-6 depict the 
BW cancellation by considering the number of samples and 
amplitude on x-axis and y-axis respectively. The perfor-
mance of the adaptive filter algorithms are assessed by SNR, 
MSE, RMSE and Distortion Values for entire data set. The 
two stage adaptive algorithms achieve SNR, MSE and Dis-
tortion improvement over the conventional single stage 
adaptive algorithms. Tables 6-8 shows improvement for the 
entire data set in terms of SNR, Mean Square Error (MSE) 
and Distortion. These results for data105 are shown in Fig-
ure 5-6. 

 

Fig. 5: Simulated model l filtering results of EM Cancela-
tion (a) Clean ECG Signal (red) for MIT-BIH Record 
Number 105 (b) Reference EM noise signal (green) (c) 
MIT-BIH Record 105 with EM noise (magenta) 
 
Results from the single stage adaptive algorithms and two 
stage adaptive algorithms when applied to MIT-BIH record 
number 105 are shown in Fig. 5.The clean ECG signal (red) 
is shown in Fig.5 (a) and reference EM noise signal (green) 
is shown in Fig.5 (b) the EM noise contaminated ECG sig-
nal is shown in Fig.5 (c) 
 

 
Fig. 6: Simulation results of EM Noise Cancelation for 
MIT-BIH Record Number 105 (a) Recovered (red) signal 
using SSLMS algorithm (b) Recovered (green)  signal us-
ing TSLMS algorithm (c)  Recovered(magenta)  signal us-
ing SSNLMS algorithm (d) Recovered(blue) signal using 
TSNLMS algorithm. 

Results from the single stage adaptive algorithms 
and two stage adaptive algorithms when applied to MIT-
BIH record number 105 are shown in Fig. 6. The recovered 
ECG signal (red) using SSLMS algorithm is shown in Fig.6 
(a) and the recovered ECG signal (green) using TSLMS 
algorithm is shown in Fig.6 (b) The recovered ECG signal 
(magenta) using SSNLMS algorithm is shown in Fig.6 (c) 
and the recovered ECG signal (blue) using TSNLMS algo-

rithm is shown in Fig.6 (d). The Fig. 6 shows the perfor-
mance of SSLMS, TSLMS, SSNLMS, and TSNLMS algo-
rithms in estimating the ECG noises. The simulation results 
state that two stage adaptive algorithms outperform single 
stage adaptive algorithms in estimating the ECG noises.   
 

Table.7: SNR in dB   improvement for the dataset. 

Rec.No SNRBF SSLMS TSLMS SSNLMS TSNLMS 

100 2.9269 3.7652 4.8699 5.7217 8.0123 

105 3.4244 7.0043 10.1004 8.3756 10.8398 

108 2.7066 4.4194 5.6223 6.1228 8.3625 

203 5.6796 12.8857 17.0733 12.6131 13.3357 

228 1.6593 4.2088 6.4257 6.2441 8.7883 

Avg.SNR 3.27936 6.45668 8.81832 7.81546 9.86772 

 
Table.7 shows the performance of SSLMS, TSLMS, 
SSNLMS, and TSNLMS algorithms in terms of SNR. The 
simulation results state that two stage adaptive algorithms 
have greater efficiency than single stage adaptive algo-
rithms. It is also clear from the Table.7 that two stage adap-
tive algorithms outperform single stage adaptive algorithms 
in estimating the ECG noises. As can be seen, SSLMS has 
on average SNR is 6.45668 dB for 5 records and TSLMS 
has on average SNR is 8.81832 dB. Similarly for SSNLMS 
has on average SNR is 7.81546 dB for 5 records and 
TSNLMS has on average SNR is 9.86772 dB. 
 

Table.8:MSE improvement for the dataset.  

Rec.No SSLMS TSLMS SSNLMS TSNLMS 

100 0.0762 0.0923 0.1182 0.1195 

105 0.1248 0.1371 0.1548 0.1492 

108 0.0746 0.087 0.114 0.1084 

203 0.2444 0.2529 0.2657 0.2522 

228 0.0645 0.0789 0.0993 0.0975 

 
Table.9:RMSE improvement for the dataset.  

Rec.No SSLMS TSLMS SSNLMS TSNLMS 

100 0.2761 0.3038 0.3438 0.3457 

105 0.3533 0.3703 0.3935 0.3863 

108 0.2732 0.295 0.3377 0.3292 

203 0.4944 0.5029 0.5154 0.5022 

228 0.2539 0.2809 0.315 0.3122 

Table.8-9 shows the performance of SSLMS, TSLMS, 
SSNLMS, and TSNLMS algorithms in terms of MSE and 
RMSE. The simulation results state that Two Stage Adap-
tive algorithms have minimum MSE and RMSE than single 
stage adaptive algorithms.  
 

Table.10: DISTORTION for the dataset.  

Rec.No SSLMS TSLMS SSNLMS TSNLMS 

100 -11.1802 -10.3477 -9.2742 -9.2249 

105 -9.0367 -8.6284 -8.1012 -8.2617 

108 -11.2709 -10.6036 -9.4302 -9.6501 

203 -6.1189 -5.9701 -5.7564 -5.9831 

228 -11.9059 -11.0275 -10.0325 -10.1105 
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Table.10 shows the performance of SSLMS, TSLMS, 
SSNLMS and TSNLMS algorithms in terms of distortion. 
The simulation results state that two stage adaptive algo-
rithms have minimum signal distortion than single stage 
adaptive algorithms. 
 
5. Conclusions  
This paper presents the adaptive noise cancellation of 

ECG Signals using two stage adaptive filters. The algorithm 
is same as the traditional methods using gradient descent 
technique with single adaptive filter. Two stage adaptive 
algorithm guarantees a more stable conversion in response 
to variations in input signal power. The mathematical anal-
ysis of two stage ANC algorithm is carried out, and its sim-
ulation is performed successfully using MATLAB 2013a. 
In order to study the performance of system, a comparison 
has been made between single and Two stage ANC. The 
proposed two stages ANC consist of noise and clean ECG 
signal as input parameters for which adaptive filtered out-
put signal, error signal and filter weights are obtained as 
output parameters. The performance of single stage ANC 
and two stage ANC are compared on the basis of output 
signal, error signal, and filter weights, SNR, MSE, RMSE 
and Distortion. The two stage adaptive filter is much effi-
cient in terms of noise cancellation than single stage adap-
tive filter. Simulation results demonstrate that the proposed 
method achieves good adaptation and performance in bio-
medical signal processing field. The signal-to-noise ratio 
for various filters of two stages ANC was found to be high-
er than Single Stage ANC system.  
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